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This invention relates to permutation code sys-
tems and in particular to apparatus for and a
method of detecting and-correcting errors which
impair the accuracy of the output.information of
such systems.

The invention may be exemplified in its prac-
tical application chiefly in systems employing
binary permutation codes. That is, systems in
which a code group consists.of a numerical se-
quence of any number of 0’s or 1’s in any per-
mutation arrangement. Any individual element
of such g code, therefore, consistsof a 0or 1. In
the telegraphie art such code permutation groups
are referred to as consisting of marking and spac-
ing elements. These marking and spacing ele-
ments may be diferentiated from each other in
practical arrangements by conditions of current
and no current, positive current and negative
current, or by any other suitably selected pairs of
conditions. It is more or less customary for
workers in the telegraphic and related arts to use
the expression ‘“code combination” rather than
the expression “code permutation” in reference
to a code group. It should, therefore, be under-
stood that the word “permutation” is used here-
in as being more accurate but should not be
taken to distinguish from the terminology of code
combination as used by telegraphers and others
when applicable.

The ‘prior art offers systems and methods of
checking the accuracy of received or recorded
permutation codes. In one known type of sys-
tem there are added to the standard five-unit
permutation code groups two additional elements
for the purpose of checking accuracy. In such
systems the permutations usable for information
1may consist of those having, for example, exactly
four marking elements per code group of seven
elements transmitted; and in such arrange-
ments the receipt-of a permutation or code group
having less or more than four marking-elements
indicates some kind of error. Moreover, the
principle involved in thus checking the accuracy
of encoded received information may be extended
to codes consisting of a greater number of ele-
ments. There are in use.systems employing so-
called two-out-of-five .codes. Upon analysis,
these are found to be five-clement binary per-
mutation code systems in which but ten of the
possible permutations are used, these being ten in
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which there are exactly two marking (or spac-
ing) elements. .Arrangements have been devised
whereby a single error in the receipt or recorda~-
tion of a code group of such a system is detected
in that such an error results in more or less than
two. marking or spacing conditions as the case
may be. The principles. of this type of checking
and error indication may be extended to codes
of greater than five units. Indeed, it may be
shown upon analysis that error checking in the
two-cut-of-five systems and error checking in the
four-out-of-seven systems involve similar prin-
ciples.

Furthermore, in certain types of arrangements
there have been used so-called biquinary systems
wherein analogous methods have been employed
whereby recording or reception in such a system
may be accomplished with the indication of a
single error.

All of these arrangements involve the limiting
feature that an error upon being introduced, al-
though detected, is not automatically corrected.
The maximum result which the rmethod or ap-
paratus can achieve is indication of the presence
of the error. This indication is accomplished in
various ways, for example, by printing in the
case of printing telegraphy, an auditory alarm
signal indicating that an error has cceurred, by

stopping the reception and sending hack to the

transmitting end of the system a signal indicat-
ing the necessity of retransmitting some portion
of.the information over again or, in the case of
certain types of systems, causing the operation
to cease until the erroneous condition is detected
and corrected by human intervention.

In accordance with the present invention, the

‘art may be advanced to a point where an actual

error or errors of transmission or recording may
he corrected automatically. Furthermore, in
addition to correcting one or more such errors,
code systems designed in accordance with the
principles of the invention may simultaneously

incorporate error correction if a first number of

errors occurs and error detection if a second
number of .errors cceurs. In its simplest aspect,
the invention may consist of means for correcting
2 single error; in a further advanced aspect it
may provide means for correcting one error or
detecting two errors; in a more advanced aspect
it can provide means for correcting two errors,
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etc. However, practical considerations such as
those of cost and complexity may place a limit
upon the extent to which error correction and de-
tection is to be carried in any particular case.
Thus, it will be seen from an analysis of the de-
scription of the invention which follows here-
after that the complexity thereof, both in theory
and practice, increases rapidly as one provides
for the correction and/or detection of additional
errors in a code wherein the information bear-
ing elements consist of a definite number. How-
ever, under no set of circumstances is it possible
for any system using the princinles of this in-
vention to correct code groups if every element
comprising said code groups is transmitted er-
roneously.

One advantage of the invention is that it may
be employed to correct an error of transmission
or recording in lieu of a prior type of system in
which hitherto an error has merely been indi-
cated. Thus, for example, consider the operation
of a computer. In such a case the usual result
of an error is to cause the computing to cease
until the apparatus is attended to correct the
error inducing condition. In the case of a com-
puter left to run overnight without attendance,
operation would cease until morning upon the oc-
currence of a single error. By employing ap-
paratus involving the principles of the present
invention, a single error or a succession of single
errors in sequentially transmitted code groups
can be corrected without system shutdown for re~
pairs. By employing the principles of the in-
vention in a more extensive form a machine could
be made to stop upon the occurence of a double
error.

Furthermore, there are numerous types of
transmission systems such as binary permutation
computers and pulse code modulation telephony

systems wherein the automatic correction of an °

error is of great value; because, in general, in
these systems it is either impractical to stop the
operation or impossible to do so effectively if the
end and aim of the system is to be achieved. In
the case of telephone transmission, the difficulties
of stopping transmission at the reception of an
erroneous code group are quite apparent. The
present invention therefore lends itself to ad-
vantageous application in such arrangements.

Another distinctive feature of utility wherein
the present invention advances the art is the
capability of systems constructed in accordance
with the prineiples of the invention to correct
data which has been erroneously stored. Thus,
for example, a given system may store informa-
tion in the form of a record, for example, perfo-
rated tape. Certain errors in such tape may be
corrected long after the original source of infor-
mation has ceased to operate by the error cor-
recting procedures disclosed herein.

.As mentioned hereinbefore, systems in accord-
ance with this invention take on increasing de-
grees of complexity as compared to ordinary
binary permutation code systems or binary
permutation code systems in which error de-
tection only is provided. By way of exemplary
embodiment, there is described hereinafter a
system in accordance with the invention whereby
use is made of electromagnetic relays for register-
ing permutation codes and correcting errors.
Broadly, however, the principles of the inven-
tion may be applied to other types of systems
involving such devices as vacuum tubes, gaseous
tubes, cathode-ray tubes or mechanical arrange-
ments.
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As in the case of most advances in the art for
providing greater accuracy, the present advance
may be accomplished only by the addition and
use of equipment over and above that necessary
for transmission or recording without the use of
the invention. In general, it will be seen from the
first method of analysis presented hereinafter
that one embodiment of the invention requires the
addition of check elements to the permutation
code information elements, these additional ele-
ments are generated at the sending or originating
end, at which point means are provided for con-
trolling the proper nature of these check ele-
ments to accompany any particular code group.
At the receiving end there is provided additonal
register means to register not only the informa-
tion elements of the code but also the check ele-
ments added for correction purposes, together
with parity circuits or means for checking sub-
groups of the registered elements of the code
groups together with a relay tree for determining
the location within a code group of an error which
occurs, and finally means for reversing the er-
roneous electrical condition which comprises the
error,

A detailed analysis of the self-detecting and
correcting codes used in this invention is neces-
sary for full understanding of the practical struc-
tural analogies disclosed. The binary representa-
tion of 0 or 1 is used throughout the specifica-~
tion to represent code group elements for mathe-
matical convenience and also because this
method is the natural form for representing the
open and closed relays, absence or presence of
pulses, perforated tapes, cards with holes or non-
holes, and dot and dash methods that are used
in many forms of code information systems.

The error-detecting and correcting codes dis~
closed may be constructed from code groups con-
faining a total of n elements in a sequence; of
this total, using one method of analysis, m partic-
ular elements are associated with the informa-
tion, and n—m=% elements are used for error
check elements. The error correction is ac-
complished by grouping with the necessary in-
formation elements the additional check elements
whose binary values 0 or 1 are generated in ac-
cordance with certain rules. The function of the
check elements is to detect, locate and correct
errors appearing in any element, k as well as m,
of a code group.

In any binary code using # element code groups,
2n different permutations are possible, and 2= sig-
nificant meanings could be assigned to the dif-
ferent code groups. But in the self-correcting
and other codes of this invention, 27 different
permutations are used to convey information
throughout a given system. 27—2m of the 27 DOS~
sible different permutations represent code groups
with single element errors. This allocation of
possible code groups to information and erronescus
meanings produces a redundancy R defined as
the ratio of the numher of elements vsed to the
minimum number necessary to convey the same
information, that is, R=n/m. This serves io
measure the efficiency of the code as far as the
transmission of information is concerned.

A single error-detecting code is a code in which
sufiicient check elements are sent with each eoda
group so that a single error in any code group
can be detected; a single error-correcting code
sends enough additional check elements with
each code group so that a single error in any code
group can be detected, located and corrected.
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“Similar-definitions-apply to:multiple error-detect-
Jing@amnd. correcting codes.

In the following subsections, methods:.of con-
structing special minimum redundancy binary
codes in the following.cases are shown:

Ia. Single error-detecting codes (known in
the prior art).

Ib. Single error-correcting cedes (not known
in the:prior art).

Ic. Single error-correcting plus double error-
detecting codes (notiknown: in the pricr art).

Section. II of this specification discusses a
newly devised geometrical analysis of error-de~
tecting and correcting codes, and Section IIT
contains a detailed explanation of the structural
analogies of special codes D and .c of Section I
and also extensions to those structures.

SECTION Iq¢—SINGLE ERROR-
DETECTING'CODES

A single error-detecting code ‘having n binary
elements in.each icode group may the constructed
in the following manner. In the first n—1 ele-
ment positions, n—1 elements of information ap-
pear. In the nth position €ither a 0 or 1:element
appears so that the entire n positions have an
even number of 1’s. This is clearly a single error-
detecting code since any single error in trans-
mission would leave an odd number of 1’s in a
code group.

‘The redundancy of ‘these codes is:

n A |
R’——n——?l——lni_n—-‘l

It might appear that to gain the apparent ad-
vantages -of a low redundancy, 'n should ‘become
-yery large, However, by increasing n the prob-
-ability of at least one error in .a code group in-
creases «due {o -errors caused by the equipment
transmitting the additional elements. The risk
of a double error, which would pass undetected,
.also increases.

The type of detection check used above io-de~
termine whether or not the code group has any
single :error will be used throughout the specifi-
cation and will be called a parity check. The
above was an -even parity check; it is cbwvious,
however, that an odd number of 1’s couid have
heen used to determine the value of the -element
of the nth position. In such a case the parity
check for detecting the presence of an -error
would have been an odd parity check. Further-
more, o parity check need not always involve gl!
the elements of a code group but may be a check
over selected element positions only.

SECTION 1b.—SINGLE ERROR~
CORRECTING CODES

To construct a single error-correcting code,
m. of the n available element pesitions in each
code group are assigned as information positions.
The number m is regarded as fixed -and is deter-
mined by the maximum number of code group
means needed to convey infermation, but the
specific element positions to be occupied in the
code group by the m information elements are
left to later determination. Next, the k=n—m
remaining element positions are assigned -as
check positions, thats, the binary valuesin these
positions, 0 or 1, are to be determined by even
parity checks in conjunction with element values
appearing in certain selected information -posi-
tions to be determined by Table II.
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‘For a given number of information elements
m,: the :minimum. number of .check elemerts ‘o
e :assigned .fo.each code group “is:fixed. .:Suf-
ficient. check :elements must be included, how-
ever, so that any single error may be :detected,
Tocated and corrected. If the code igroup ‘was
received wcorrectly, the :check elements. should
also be able to indicate correct reception .of ;the
‘godegroup. Sinceit is:required that:the ¥k check

‘elements ishow “the ‘position :6f ‘a.:single error in

izn n-element code :group ‘plus a ‘correct icode
group, if -such is received, the check -elements
‘must be able to:describe m4k4L=n1 different

-conditions. Therefore, witha. binary represen-

tation code k elements-can :indicate 2% possible
conditions, thus

2e=mid-kA-1or 2k=n-1

is a condition on . %.

Using this inequality, Table I is calculated
which gives the maximum m for a given n or,
what is the same thing, the minimum n for a
given m.

Table I

Mimi-
mum .k

O 08 =T G S i G0 85 =

S 00 Y o5 b i B e SO
O i e i R i 00 G0 8500 1O NS et

bt
jagary SP

To wse Table I in -constructing ‘an error-cor-

5 recting -code the requirements of the informa-

$ion -system which will use the code must ke
known. If, for example, sixteen -different code
-group meanings are mecessary for proper system
-operation, 4he condition ‘is specified that :2m=16
i the binary code representation. The number
-of infermation:elements or -m, therefore, equals
4. The seventh row.of Table I:shows:three.check
elements -are necesary -and as indicated +in -the
table n must he 7.

‘Having determined the general requirements

-of:a-code:group for-a particular system, the binary

value 0 :or 1 involved ‘in -the mecessary :check
elements must be determined:so that code group
correction is poessible,:or if .no correction-is neces-

:sary such a condition is described by the :check

elements. The first step in:accomplishing this
essentidl objective is to assign each check ele-
ment a value determined by a parity check .of
selected information elements. In :an arbitrary
-code igroup representation, throughout this speci-
fication, the check element positions in .an also

sarbitrary choice appear to.the left:of the infor-

mation element positions. The.numerical assign-
‘ment. of ithe various:element positions in an ele-

‘ment position sequence -is :as follows:

k1, k2, k3 . . . Knem, Ma; M2, M3 . ... Mn

"The positions for-a n=7"code would ‘be:

k1, ke, K3, ma, ma, ma, ma
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The respective . element positions from left to
right are for convenience in certain cases also
given a numerical notation of 1, 2, 3, 4, 5, 6, 7,
etc.,, which is called a code group position
sequence.

One method of constructing a complete parity
check procedure for a single-error correcting code
is embodied in the following two rules:

1. Bach of the elements of n=m-k positions
of a code group must be in parity check subgroup
with one or more of the check elements. In other
words each element must be in a parity arrange-
ment with at least one check element. An ele~
ment may also have a parity association with a
plurality of check elements.

2. It is both necessary and sufficient that no
two different elements have exactly the same set
of checks associated with them.

An example of parity construction following
these rules is shown in Table II.

Table IT

Checke | Code Group Position
Element

Position 112|8l4ls5l6l7

Check Number

kilzx
ke T
ks z z

88

|8
BRY

This table is limited to three check element
positions; therefore, from Table I only n="7
element positions can be checked. The particu-
lIar positions to be assigned to check elements and
information elements is not material. Upon ex-
amination of Table II it will be found that rules
1 and 2 for constructing correcting parity checks
are satisfied. Each code group position is cov-
ered by at least one check element and also each
code group position is covered by a different com-
bination of check elements. For example, code
group position 1 has the check set %1, code group
position 2 has the check set k2, code group posi-
tion 3 has the check set %3, code group position 4
has the check set (ki1, k2), ete.

The necessity for rule 2 is based on the follow-
ing reasoning. Suppose two different element
positions had associated with themselves the
same check element sets. Then an error in
either one of the two positions would produce the
same set of check element failures determined by
a parity count, therefore a pattern of parity check
failures would provide no means for determining
which of the two element positions was in error.
If code group parity checks are so constructed
that each element position has a unique set of
checks associated with itself and with no other
element position then the pattern of parity check
failures will indicate exactly what element posi-
tion is in error as a unique set of parity check
failures will occur for an error in each of the
different element positions.

As an illustration of the above theory, a seven-
position code is constructed. From 'Table I if
n=", then m=4 and k=3. From Table II, the
first check in position ki1 involves code group
positions 1, 4, 5, 7 and the second check in posi-
tion %2 involves code group positions 2, 4, 6, 7 and
the third check in position &3 involves code group
positions 3, 5, 6, 7. 'This leaves positions 4, 5, 6, 7
as information positions. The result, after writ-
ing down all possible binary numbers using posi-~
tions mi, ma, ms, ma and calculating the values
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in the check positions k1, k2, k3 by an even parity
method over the selected positions of Table II,
is Table III.

Table 11T
Code Group Position
Ll2)3 4158167 Numerical
Value of
Element Position Code Group

ko | ks | ks | mal mae| ma| my
oyofofojofofo 0
1|11 |]0{0]0]|1 1
of1l1]070}1|0 2
Lj0]0(0]|0}1]1 3
1i0|1]|]0|1{0]0 4
ot1(o0lo0of1}0]1 5
1j1j]0|0}1i1]0 6
ojof(1(o0|1}1¢}1 7
L|1]0|1}{0]01{0 8
ojofl1]1l0tO0]1 9
110|111 0j110 10
010101111 11
Ol1(1(1j1(01]¢0 12
1100 1i1(0]1 13
oJo0 (0171110 14
11|11t )y141]1 15

Thus a seven-position single error-correcting
code admits of sixteen code groups. There are,
of course, 27—16=112 meaningless or single error
code groups. In some applications it may be
desirable to drop the first code group from the
code to avoid the all zero combination as either
a code group or a code group plus a single error
since this might be confused with no message.
This would still leave 15 useful code groups. The
column in Table III, “Numerical value of code
group,” represents arbitrary meanings assigned to
the code groups of Table III.

Thus far the code theory presented deals with
error-correction code group construction. In or-
der to understand the theory of error location

5 and correction additional explanation follows: To

locate a particular element position whose value
has been received in error, reception parity checks
must be made over the same selected positions
used in initially determining the values of thea
check elements. If a correct parity is received
over the selected positions for each check a 0 is
arbitrarily written down. If an error occurs and
an even parity group is received with an odd
number of 1’s, a 1 is written down. After this
procedure is accomplished for all of the checks
associated with a code group, a sequence of 0’s
indicates that the code group was received free
from any single error. A sequence with a 1 in it
indicates an error. RBecause of the uniqueness
by which the parity checks of Table IT were con-
structed, any given reception parity check per-
mutabion of ¢’s and I’s having at least a single 1
in the sequence will indicate the element posi-
tion of a single element error.

To illustrate this procedure, let it be assumed
that the code group representing decimal value
1, i. e, 1110001, is transmitted. Furthermore, let
it be supposed that the transmitted code group
was received with a single error in element posi-
tion k1 50 that the code group appears as 0110001,
From Table I, the check element in position ki
or cede group position 1 involves code group po-
sitions 1, 4, 5 and 7. The check element in po-
sition k2 or code group position 2 involves code

75 group positions 2, 4, 6 and 7. The check element
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in_position: kz or code. group position. 3: involves
code group positions 8; 5, 6 and 7. Check 1 in-
volving the code group positions of check ele-
ment ki totals 1, an odd number, which indicates
anh error because check 1 was transmitted in ac—
cordance with even: parity, so a 1 is written in
the parity check sequence. Check 2 involving the
code group positions of check element ka2-totals
2, an even number, so no error exists: in- this
check; therefore, 0 is written in: the: parity check
sequence. Check 3 totals 2, an even numbsr
also, so no error exists: Anocther: 0 is written-in
the parity check sequence. If the 0’s'and:1’s are
written from right to left as they were: calcu-
lated, the reception parity check notation 001
results, which, because of the method by which
the parity checks were determined, indicates an
error in code group position. 1 or what is the same
thing, element position k1. To correct. the: lo-
cated. error; the opposite: value need only be in-
serted in element position k:;. By going through
similar procedurss errors in any code group. ele-
ment can be locaied by the binary sequence re-
sulting from the reception parity check and the
0 and 1 substitution procedures cutlined. above:
For if the parity checks are constructed in ac-
cordance with-the two rules given, a different and
uniqgue 0 and 1 reception: parity check sequence
will occur for element errors-in different element
positions. Table IV shows. the recepiion parity
check sequence: values for correct and incorrect
transmission of the code groups of Tahle IIT if a
0 is written for a correctly received parity sub-
group and a 1 is written for an incorrectly re-
ceived parity subgrougp.

Table: IV
Parity sub-
. group
Error. Position
kg | ko | R
ol o 1
0] 1] 0
1 0 0
0| b 1
1] 0.1
1 1] 0
X O U I I 1
IO BITOLS . o mm e oo c e mm e e 0] 0 0

SECTION Ic~SINGLE-ERRCR CORRECTING
AND DOUELE-ERROR DETECTING CODES

To construct a single-error correcting plus
Gouble-evror detecting-code one more element po-
sition is added to the single-error correcting code
groups constructed in Section Ib and shown in
Table ITT. The binary value which appears in
the additional position is determined by a parity
check procedure involving all of the other ele-
ments of a code group similar to the method
used in the error detection code of Section Ia.
Table V is the result of adding an eighth column
between the third and fourth columns of Table
III whose element values, ¢ or 1, are determined
so as to form even parity with the other elements
appearing in the appropriate code group.

Code group position 8 appears cut of order nu-
merically so that all the check element positions
will be together at the left of the information
positions. The values appearing in code group
position columns 1, 2, 3 are determined by even
parity checks over the selected information posi-
tions required by Table II. It should be recog-
nized that it is-not necessary for the parity check
subgroups for any ki, k2, ks check o include: code
group. position 8:for operation of this code,

Table V
Code Group Position
5 10238845 6] 7 |Numerical
! Value.of
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Element Position Group
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The properties: of this code are as follows: (1)
25 If there:are no-errors in a code group. all:of the
checks: including. the: additional check will be
satisfied.. Again, writing a.0 for a correct parity
check-and a 1 for an incorrect parity check the
proper: reception parity. check results would- be
20 represented as:0000.. (2) If there-is a single error
the: added: check: appearing in code group posi~
tion: 8 will: fail, that is, the value-in position. k4
will.not. be in’ even parity with the values: ap-
pearing: in ki, ka;. k3, ma, ma, ms. and.me.. This is
85 true whether the error is.in the-information, the
original.check: or the added check. The original
checks; give: the: position: of the error, where -now
the: 006 value of the: original checks means the
added. check has failed.. (3): If there: are- two
40 errors in the received code group; in. all such
situations: the added check is. satisfied because
even:parity: exists. Checks: ki, ko, k3: merely in-
dicate -some: kind: of error. 'There is no pattern
which-ean: be: made-of the:error indication in.this
5 case: so:asto locate even one of the: errors. and
then:correct.it, The usefulness of the code.group
in this condition. merely extends to double-error.
detection; and: it is- not possible to correct one
of the:double:errors: and to-detect the other. An
50 explanation for this: characteristic of the: code
will: be described.in detail in Section II..
Table VIshows: the reception parity check values
for correct and-incorrect transmission-.of the.code
groups of Table VI if 'a 0'is written for a correctly
55 received:parity subgroup:and a 1 is written:for an
incorrectly received parity subgroup.

Table VI
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60 Parity Subgroup
' Etror Position
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1, 2'or-all‘'of k1; kr-and'ks-will havea 1 value.
SECTION II-GEOMETRICAL THEORY

In analyzing the characteristics. and properties
75 of error detecting and correcting codes it is often
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desirable to introduce a geometric model. The
model described herein is a unit n-dimensional
cube with 27 vertices. Each vertex of the model
is identified with a particular binary code group.
Code groups having n elementis are used; there-
fore, 27 different binary permutations are pos-
sible and each vertex can be represented by a dif-
ferent code group. A part or subset of the total
2m vertices are assigned code groups which repre-
sent information in a particular code. These are
called information vertices. The remaining
vertices are assigned code groups which repre-
sent errors in the same code. It should be re-
membered that error detection and correction
codes have a redundancy greater than 1, which
means that all possible different 0 and 1 code
group eiement permutations do not have mean-
ings assigned to them. Each vertex represented
by a code group is also given an arbitrary alge-
braic notation such as z, y or 2 for analytical con-
venience.

Into this cube of 27 vertices a distance is in-
troduced, or as it is usually called, a metric,
which is represented by the notation D(z, 7).
D(x, ) in the n dimensional model represents
the shortest distance between vertex z and
vertex y. This distance is not necessarily a
straight line but is the scalar total of the straight
line unit length cube edges between adjacent
vertices in completing the shortest path from
vertex x to vertex y. It is to be noted that in a
particular binary code group assignment the i